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  Abstract   
The study considered Median based Fisher’s Test: An alternative to Fishers’ Least Significant Difference in the 
presence of outlier for interval data. It started with running outlier test by using Grubbs method and analysis of 
variance for three population samples were carried out. In the general sense, in problems like this, the hypothesis 
is tested, if the null hypothesis is rejected, and the alternative hypothesis accepted, that is to say, there is 
significant difference in the means of the samples, one will usually conduct multiple comparison test, to know 
the pair that contributed to the significant difference. For the purpose of this study, only Fisher’s test was 
considered, because it centered their operations on the difference in means of the data. This research, introduced 
difference in median for Fisher’s test as a result, proposed M-Fisher’s method of knowing if a pair of median 
differs or not. These method used median in place of mean in Sum of Squares, Mean Squares, F-value, t-test and 
Fisher’s test. This is because of the fact that the mean is always affected by outliers and extreme values. So, 
method that are not sensitive to outliers is proposed. Three data sets were used. Data 1 without outlier was the 
data of advertisement on new product of orange juice focused on three cities 1, 2, 3. city 1 centered on 
convenience, city 2 centered on quality and city 3 centered on price for 20 sample size, data 2 has the introduction 
of outliers for 20 sample size and data 3 is 100 sample size and it is a simulated data. The results showed that 
the Fisher’s method alongside M-Fisher’s had similar results for data 1. For data 2, the M-Fisher’s showed 
robustness, when outliers were introduced. While Fishers was heavily affected by the presence of the outliers.  
 
Keywords: Mean, Median, Fisher’s test, Median Fishers test, ANOVA, Sum of Squares. 
  

 

1. Introduction  

The classic Analysis of Variance is a general linear model that has been in use for over 100 years (Midway 

et al., 2020) and is always used when factor or categorical data need to be analyzed. Though, an ANOVA 

can only produce an F-statistic and its associated p-value for the whole model. That is to say, an ANOVA 

reports whether one or more significant differences among group levels exist, it does not provide any 

information about specific group means compared to each other. It is possible that group differences exist 

that ANOVA does not detect. Sometimes, interests are not always in comparison of two groups per 

experiment. From time to time though practically, very often there may be need to determine whether 

differences exist among the means of three or more groups. The most commonly used technique for such 

determinations is analysis of variance (ANOVA). By rejecting the null hypothesis (H0) after ANOVA, that is, 

in the case of three groups, H0: μA = μB = μC, we do not know how one group differs from a certain group. 

The result of ANOVA does not provide detailed information regarding the differences among various 

combinations of groups, (Sangseok & Dong, 2018). Therefore, researchers usually perform additional 
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analysis to clarify the differences between particular pairs of experimental groups. If the null hypothesis 

(H0) is rejected in the ANOVA for the three groups, interest is shifted to the Multiple Comparisons Test 

(MCT). Obviously, the inability to specifically compare group means with ANOVA has long been famous 

and a sub-field of multiple comparisons tests (MCTs) began to be developed by the middle of the 20th 

century (Harter, 1980). Certainly, when the analysis only includes two groups for example as in a t-test, 

then a significant result from the model is consistent with a difference between groups. But the usefulness 

of this approach is obviously limited and as stated by Zar (2010) that: “employing a series of two-sample 

tests to address a multisample hypothesis is invalid.” What has developed over the last several decades 

have been a bounty of statistical procedures that can be applied to the evaluation of multiple comparisons. 

On the surface, this long list of options for MCTs is a good thing for researchers and data analysts. However, 

all the tests are unique, and some are better suited to different data sets. In this research, the Fisher’s Least 

Significance difference is applied on three data sets known as small and large sample sizes. The small 

sample size was obtained from  Keller and Warrack (2003), this data was used to run analysis of ANOVA, 

and Fisher's was applied along side the proposed median Fishers. Outlier is introduced to this data in order 

to see how the  Fisher's and the Median based  Fisher's tests will look like. The third data is that of a 

simulation of the original data, as a large sample size. It has been known that Fishers’ test was based on 

mean of the data set, from which the sum of squares and their respective mean squares were obtained. In 

the phase of extreme value or outlier, any statistic that is mean dependent face the risk of false proposition, 

this may also affect the use of Fisher’s test which depends on the sum of squares that are dependent on the 

mean value of the data set. In order to overcome such bottle neck, the median of the data set will be used 

in place of the means in calculating the sum of squares. This work tends to propose a median based Fishers’ 

test, where the median of the data sets will be used instead of their means and their sum of squares and 

the mean squares based on the median value will be calculated. The proposed method will be compared 

with the already known Fishers’ LSD to see which method will be better for a particular sample size. The 

work is aimed at proposing a median based Fishers’ least significant difference as a better approach to be 

used instead of the Fishers’ when the null hypothesis have been rejected.   

Ramsey and Ramsey (2008) did not consider using the Tukey–Kramer test as the omnibus test in the 

Hayter–Fisher procedure. However, based on their results as well as previous ones, making this 

modification should result in a procedure superior to both TK and HF for detecting pairwise differences. 

The focus of this investigation is to compare, for unequal sample sizes, the power of the modified Hayter–

Fisher procedure using the Tukey–Kramer test of the largest observed studentized pairwise difference as 

the omnibus test, to that of the usual Hayter–Fisher procedure using the F-test as the omnibus test.  

Onu, et al. (2021) Studied discriminating between second-order model with or without interaction for 

central tendency estimation using ordinary least square for estimation of the model parameters. Two data 

sets were considered and they are known as small sample size which is data of unemployment rate as 

response, inflation rate and exchange rate as the predictors from 2007 to 2018 and large sample size which 

is data of flow rate on hydrate formation for Niger Delta deep offshore field. The R squared, AIC, SBC and 
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SSE were applied for both data sets to test for the adequacy of the models. The small data was used as 

illustration 1 and the large data was used as illustration 2. It was revealed that, model centered on mean 

with interaction proved better than mean model without interaction. Median and mode values were found 

to be equal, as a result, the estimates of the median models were equal to the estimates of the mode models 

in all cases for both large and small data. The models centered on median and mode with interaction were 

better than those without interaction for both illustrations. Mean and mode models with or without 

interactions were found better than the mean models with or without interactions for both illustrations.  

2. Materials and Methods  

The research starts with running an outlier test on the data sets, to know if any of the data contains outlier 

or not. If there is no outlier in the data set, an artificial outlier will be created in order to study the Fisher’s 

least significant difference that is based on the mean value of the data relative to the proposed median 

based fisher’s test. The test statistic to be used for the outlier test is the Grubbs’ test.  

Grubbs’ test  

The Grubbs’ test is given as seen in Sanchez et al. (2019) as 𝑌̅ −𝑌̅𝑚𝑖𝑛 

𝐺 =                        (1)  
𝑆 
𝑌̅𝑚𝑖𝑛 is the minimum value of Y. The above formula is used to test whether the minimum value is an outlier.  

It can also be give as 𝑌̅𝑚𝑎𝑥−𝑌̅  

𝐺 =                        (2)  
𝑆 
Where 𝑌̅𝑚𝑎𝑥 is the maximum value of Y. The above test is used to test if the maximum value of the data is 

an outlier.  

Generally,   
|𝑌̅𝑖−𝑌̅ | 

𝐺 =                        (3)  
𝑆 
𝑌̅  is the sample mean and S is the sample standard deviation.  

For two sided test, the null hypothesis of no outlier is rejected if  

𝐺                   (4)  

(𝑡∝⁄2𝑁,𝑁−2) is the critical value of t-test and N-2 is the degree of freedom and ∝⁄(2𝑁) is the significant level.  

Application of One Way Analysis of Variance  

𝐻0: 𝜇1 = 𝜇2 =.  .  .  𝜇𝑖                                      (5)  

While the alternative hypothesis is stated as  

𝐻1:At least two means differ                 (6)  

The analysis of variance can be facilitated by the notations in table 1 below.  
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Table 1 one-way ANOVA notation  

Treatment  

       

1  

         

2  

      J                 

k  

  𝑥11  𝑥12  .  .  .  𝑥1𝑗  .  .  .  𝑥1𝑘  

  𝑥12  𝑥22  .  .  .  𝑥1𝑗  .  .  .  𝑥1𝑘  

  .  .                .  

  .  .                .  

  .  .                .  

  𝑥𝑛1  𝑥𝑛2        𝑥𝑛𝑗        𝑥𝑛𝑘  

Sample size  𝑛1  𝑛2        𝑛𝑗        𝑛𝑘  

Sample  𝑥 1  𝑥 2        𝑥𝑗         𝑥 𝑘 mean  

𝑥𝑖𝑗 is the 𝑖𝑡ℎ observation of the 𝑗𝑡ℎ sample, 𝑛𝑗 is the number of observations in the sample taken from the 𝑗𝑡ℎ 

population and   
∑ 
𝑛𝑗=𝑖 1 𝑥𝑖𝑗 
𝑥 𝑖 = 𝑛𝑗                       (7)  

is the mean of the  𝑗𝑡ℎ population, while  

𝑥  = ∑ 𝑘𝑗=1 ∑𝑛𝑖=𝑖1 𝑥𝑖𝑗                    (8)  
𝑛 
is the grand mean or the mean of the means of all the observations, where𝑛 = 𝑛1 + 

𝑛2+.  .  . +𝑛𝑘and k is the number of population.𝑥 is the response variable and the unit we measure in the 

experiment is called the experimental unit.  

Test Statistic  

This test statistic is always computed according to the following;  

-if the null hypothesis is true, the population means would have equal value, which means that the sample 

means will be close to one another.  

-if the alternative hypothesis is true, there would be large differences between some of the sample means.  

The proximity of the sample means to each other is measured by a test statistic known as between 

treatment variation or sum of square treatment denoted by  

𝑆𝑆𝑡                       (9)  

Note that if 𝑥1 = 𝑥2 = .  .  . = 𝑥𝑘, then  

𝑆𝑆𝑡 = 0    
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The small value of 𝑆𝑆𝑡 supports the null hypothesis, while large value supports the alternative hypothesis, 

but to know how large 𝑆𝑆𝑡 will be to indicate that the population means differ is measured by within 

treatment variation or sum of square error denoted by 𝑆𝑆𝐸 it is given as   

𝑆𝑆𝐸                    (10)  

              (11)  

= (𝑛1 − 1)𝑠12 + (𝑛2 − 1)𝑠22.  .  . (𝑛𝑘 − 1)𝑠𝑘2       (12) where 𝑠𝑖2is the sample variances of the sample j.  

Another test statistic to be applied is the sum of square total given as  

𝑆𝑆𝑇𝑜𝑡𝑎𝑙      (13) 

 

The mean squares can then be obtained as follows  

Mean Square Treatment which is given as     

𝑆𝑆 

𝑀𝑆𝑡 = 𝑘 −𝑡1                

The other test statistic to be applied is the Mean Square error given as      (14)  

𝑆𝑆 

𝑀𝑆𝐸 = 𝑛 −𝐸𝐾                

F-Statistic  

The F-Statistic is given as      (15)  

𝑀𝑆 

𝐹 = 𝑡               

𝑀𝑆𝐸 

ANOVA TABLE  

The Analysis of Variance table is as shown  

Table 2:  (Analysis of Variance)  

 

SV     Df              SS                        MS                     F  

            (16)  

treatment  𝑘 − 1  𝑆𝑆𝐸  𝑆𝑆𝑡  𝑀𝑆𝑡    

 𝑡 

𝑘 − 1  𝑀𝑆𝐸 

Error  𝑛 − 𝑘  𝑆𝑆𝐸  𝑆𝑆 

𝑀𝑆𝐸 = 𝑛 −𝐸𝐾       

Total  𝑛2 − 1  𝑆𝑆𝑇𝑜𝑡𝑎𝑙  

Rejection Region and P-value 

𝑀𝑆 =  𝐹 =  

The null hypothesis is rejected if 𝐹𝑐𝑎𝑙 > 𝐹∝,𝑘−1,𝑛−𝑘 if not, the alternative hypothesis is accepted, as stated in 

equation (5) and (6), If the alternative hypothesis is accepted, that means that there is significant difference 
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among the treatment means, then multiple comparison tests are applied to determine the very pair that 

contributed to the said difference.  

Multiple Comparison Test (MCT)  

The multiple comparison test that will be applied in this study is the Fisher’s Least Significant  

Difference and the proposed median based Fisher’s test known as M-Fisher’s test as seen;  

Fisher’s Least Significant Difference (LSD)  

The Fisher’s Least Significant Difference is defined as seen in Keller & Warrack, (2003) for equal sample 

size as  

𝐿𝑆𝐷                   (17)  

For equal sample sizes, the pairs of means are said to be significantly different if absolute value of their 

mean differences is greater than that in equation (16). For unequal sample sizes, a pair of means are said 

to be significantly different if the absolute value of their mean differences is 

greater than  

𝐿𝑆𝐷𝑀𝑆𝐸                  (18)  
 𝑛𝑖 𝑛𝑗 
In order to determine whether differences exist between each pair of population means is to compare the 

absolute value of the difference between their two sample means and the LSD value; that is to say, to 

conclude that 𝜇𝑖 and 𝜇𝑗 differ is to compare if  

|𝑥 𝑖 − 𝑥𝑗  | > 𝐿𝑆𝐷                    (19)  

Note that for equal sample sizes, the LSD value remains the same. Recall that the t-test statistic is given as  
     
𝑡                    (20)  

The confidence interval is given as  

                     (21)  

With 𝑣 = 𝑛1 + 𝑛2 − 2 degrees of freedom, where 𝑆𝑃2 is the pooled variance estimate which is an unbiased 

estimator of variance of the population, (Iwundu, 2017 and Keller & Warrack, 2003).  

Proposed Multiple Comparison Tests (M-Fisher’s Test)  

This study will propose a new approach of multiple comparison test known as M-Fisher’s test. This method 

will be derived from the ideas of Fisher’s least significant difference. It modifies the t-test statistic by 

substituting median in the formula of the t-test.  That means that the t-test will be based on the median 

marks of the data instead of the mean mark as was based upon by the researcher. Since median is not 

affected by outlier or extreme values, that is to say, when there is outlier in the data set, this method will 

be recommended. It is given in the sub-section below;  

The proposed Median Fishers’least significant difference or simply M-Fisher’s test for equal sample sizes 

is found from the t-test with median oriented given as  

𝑡0 = 𝑦̿ 𝑖−1
𝑦̿ 𝑗 1                    (22)  

= 𝑡 ∝ 
2 
, 𝑁 − 𝑘 √ 

2 𝑀𝑆𝐸 
𝑛 

= 𝑡 ∝ 
2 
= √ ( 

1 
− 

1 
) 
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√𝑀𝑆𝐸(𝑛𝑖+𝑛𝑗) 
Where 𝑦̿ 𝑖 − 𝑦̿ 𝑗 is difference in median, instead of difference in mean, for equality of sample sizes,  

𝑖 = 𝑗. For equal sample sizes, the pairs of median are said to be significantly different if absolute value of 

their median differences is greater than that in equation (17). For unequal sample sizes, a pair of median 

are said to be significantly different if the absolute value of their median differences is greater than that in 

equation (18).  

The t-test can also be given as seen in Onu et al. (2021) and Kutner et al. (2005) as  
 𝑚  1    

𝑡 = 
𝑆(𝑚  1) 

 The Mean squares to be used will be obtained from median based sum of square treatment given as  

𝑆𝑆𝑡                        (23)  

The sum of square total given as   

𝑆𝑆𝑇𝑜𝑡𝑎𝑙                   (24)  

Where 𝑥  is the median of the data set used to replace the mean as seen in equations (9) and (12) above.  

3. Results and Discussion   

Summary of the results are presented in the following tables.  

Table 3.1: comparisons of results of Fisher’s least significant difference and the proposed Median 

Fisher’s test for data without outlier for ∝= 𝟎. 𝟎𝟓 and small sample size, n=20.  

  Critical   |𝑥 1 − 𝑥 2|  |𝑥 1 − 𝑥 3|  |𝑥 2 − 𝑥 3|  

FISHER’S  59.71      75.45           31.10                44.35  

  Critical   |𝑥 1 − 𝑥 2|  |𝑥 1 − 𝑥 3|  |𝑥 2 − 𝑥 3|  

M-FISHER’S  59.82        75             42                 33  

This table reveals that only the pair 𝑥 1 and 𝑥 2 contributed to the significant difference observed in the 

hypothesis testing. This is true for both Fisher’s and M-Fisher’s for small sample size of n=20 without 

outlier for ∝= 0.05.  

Table 3.2: comparisons of results of Fisher’s and the proposed Median Fisher’s for data with outlier 

for ∝= 𝟎. 𝟎𝟓 and small sample size, n=20.  

  Critical   |𝑥 1 − 𝑥 2|  |𝑥 1 − 𝑥 3|  |𝑥 2 − 𝑥 3|  

FISHER’S  59.71  Null hypothesis is accepted    
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  Critical   |𝑥 1 − 𝑥 2|  |𝑥 1 − 𝑥 3|  |𝑥 2 − 𝑥 3|  

M-FISHER’S  59.82            75             42                  33  

This table shows that as outliers are introduced in the small sample size of n=20, the results of the Fisher’s 

changed, such that, instead of the rejection of the null hypothesis in the previous data, that led to employing 

Fisher’s test, the null hypothesis was accepted. Hence needless of conducting Fisher’s test, but the outliers 

introduced had no effect on the proposed method M-Fisher’s.   

Table 3.4: comparison of sum of squares, mean squares and F-values of Data with and without 

outlier for both mean and median based analysis.  

 SST  SSE   MST   MSE   F-Value  

  

  

NO  

OUTLIE

R  

Mean   Media

n   

Mean   Median   Mean  Media

n   

Mean   Media

n   

Mean   Media

n   

  

57512.2

3  

  

  

  

57060  

  

506983.5  

  

508930.

2  

  

28756.1

2  

  

28530  

  

8894.45  

  

8928.

6  

  

3.23  

(3.15

)  

  

3.20  

(3.15)  

  

  

WITH  

OUTLIE

R  

  

  

83703.3

4  

  

  

  

  

  

57060  

  

  

  

2430783.2

4  

  

  

  

508930.

2  

  

  

  

41851.6

7  

  

  

  

28530  

  

  

  

42645.3

2  

  

  

  

8928.

6  

  

  

  

1.0  

(3.15

)  

  

  

  

3.20  

(3.15)  

  

The table reveals that outliers affects Sum of Square Total SST, Sum of Square Error SSE, Mean  

Squares and even the F-values, but when median was used in place of the mean in calculations of SST, SSE, 

MST, MSE and F-values, it was observed that the presence of outliers did not affect the results.  

Discussion of Results   

Fishers methods and the proposed median Fisher’s test for data without outlier small sample size 

for ∝= 0.05 For small sample for data without outlier, if was revealed that the critical value for the Fishr’s 

LSD was 59.71, while the proposed median method for fishers was 59. This result shows that the median 

based fisher’s can compete favorably with the already known fisher’s method, in the absence of outlier for 

small sample size.  
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The result also revealed that in the already known fisher’s method, the pair of 𝑥1 and 𝑥2 differs significant 

that is to say, the pair contributed to the significant difference observed in the hypothesis testing. This 

result appears to be the same for the proposed methods M-Fishers. This result is in line with what was 

obtained in Onu et al. (2021), except that they did not consider Fisher’s test but the median proved better 

than the mean.  

Fisher’s method and their proposed median methods for data with outlier Small sample size. For  

∝= 0.05  

The results revealed that, in the presence of outlier, the already known Fisher’s method was seriously 

altered, that is to say, instead of accepting the alternative hypothesis, the null hypothesis is accepted. 

Hence, needless of multiple comparison test. For the proposed methods, M-Fishers it was observed that, 

the presence of outliers has minimum or no effect on the M-Fisher’s method, simply because of the use of 

the median of the data sets that are not affected by outliers and extreme values. This suggests that, the 

proposed method is more robust than the already known method.  

Sum of square and mean squares for data with or without outliers.  

The results show that the SST based on median for data with outlier was equal to that without outlier. The 

SST that was based on mean computation of the data without outlier is less than the mean with outlier.  

The mean square total based on median also remains unchanged while the mean square total based on 

mean for data without outlier changed significant as compared with that with outlier. Same result was 

observed for MSE and P-values. These differences are high to the ton of 261911.11 for SST, 1923799.2 for 

SSE and 2.23 for P-value. This simplify means that, with the presence of outlier, the result of ANOVA will 

be different with the data without outlier.   

Conclusion  

From the findings in this research, the study concluded that, as a result of outliers in a set of data, the results 

obtained by mean imputations, such as, variance, standard deviation, sum of squares, fishers LSD (Least 

Significant difference) may result in the loss of generality and cannot stand the test of time. The 

introduction of median in place of mean has shown to give equal or approximately equal results for data 

without outlier as compared to that of the mean. As evident in the decisions of the fisher’s method relative 

to the M-Fishers.  

Recommendations  

The study recommends to statisticians and decision making organizations that;  

1. The median should be used in place of the mean in analysis involving mean, especially when outlier 

is suspected. This is because of the effects of outliers and extreme values on the mean.  

2. The M-Fisher’s can also be used in place of Fisher’s LSD for data without outliers.  

3. The variations in the significant levels affects the test of hypothesis, that is to say, it can reverse an 

already taken decision. It also affects the Fisher’s result.  

4. Increasing sample size of a set of data, completely affects the results of Fisher’s, and MFisher’s.  
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Contribution to Knowledge  

The research have so far contributed to knowledge based in the following ways;  

1. It has revealed to Statisticians and other researchers and cooperate bodies that, the mean is always 

affected by an outlier, while median is not easily affected by outliers.  

2. The median can be used to calculate Variance, Standard deviation, sum of squares, and Fisher’s test.  

3. The proposed M-Fisher’s is more robust than the Fisher’s in the presence of outliers.   
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